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Abstract
Background: Deep learning (DL) CT denoising models have the potential to
improve image quality for lower radiation dose exams. These models are gen-
erally trained with large quantities of adult patient image data. However, CT, and
increasingly DL denoising methods, are used in both adult and pediatric popu-
lations. Pediatric body habitus and size can differ significantly from adults and
vary dramatically from newborns to adolescents. Ensuring that pediatric sub-
groups of different body sizes are not disadvantaged by DL methods requires
evaluations capable of assessing performance in each subgroup.
Purpose: To assess DL CT denoising in pediatric and adult-sized patients, we
built a framework of computer simulated image quality (IQ) control phantoms
and evaluation methodology.
Methods: The computer simulated IQ phantoms in the framework featured
pediatric-sized versions of standard CatPhan 600 and MITA-LCD phantoms
with a range of diameters matching the mean effective diameters of pediatric
patients ranging from newborns to 18 years old. These phantoms were used in
simulating CT images that were then inputs for a DL denoiser to evaluate per-
formance in different sized patients. Adult CT test images were simulated using
standard-sized phantoms scanned with adult scan protocols. Pediatric CT test
images were simulated with pediatric-sized phantoms and adjusted pediatric
protocols.The framework’s evaluation methodology consisted of denoising both
adult and pediatric test images then assessing changes in image quality, includ-
ing noise, image sharpness, CT number accuracy, and low contrast detectability.
To demonstrate the use of the framework, a REDCNN denoising model trained
on adult patient images was evaluated. To validate that the DL model perfor-
mance measured with the proposed pediatric IQ phantoms was representative
of performance in more realistic patient anatomy, anthropomorphic pediatric
XCAT phantoms of the same age range were also used to compare noise
reduction performance.
Results: Using the proposed pediatric-sized IQ phantom framework, size
differences between adult and pediatric-sized phantoms were observed to sub-
stantially influence the adult trained DL denoising model’s performance. When
applied to adult images, the DL model achieved a 60% reduction in noise
standard deviation without substantial loss in sharpness in mid or high spatial
frequencies. However, in smaller phantoms the denoising performance dropped
due to different image noise textures resulting from the smaller field of view
(FOV) between adult and pediatric protocols. In the validation study,noise reduc-
tion trends in the pediatric-sized IQ phantoms were found to be consistent with
those found in anthropomorphic phantoms.
Conclusion: We developed a framework of using pediatric-sized IQ phantoms
for pediatric subgroup evaluation of DL denoising models.Using the framework,
we found the performance of an adult trained DL denoiser did not generalize
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well in the smaller diameter phantoms corresponding to younger pediatric
patient sizes. Our work suggests noise texture differences from FOV changes
between adult and pediatric protocols can contribute to poor generalizability in
DL denoising and that the proposed framework is an effective means to identify
these performance disparities for a given model.

KEYWORDS
computed tomography, ct, deep learning, denoising, evaluations, image quality, medical imaging,
pediatric imaging, phantoms

1 INTRODUCTION

The use of x-ray computed tomography (CT) in pedi-
atric patients presents benefits of improved diagnosis
and treatment as well as risks associated with radi-
ation exposure. This radiation exposure is particularly
concerning for pediatric patients that are more radiosen-
sitive per unit dose than adults and have a longer
expected lifetime to accumulate associated cancer
risks.1 Therefore, appropriate pediatric CT radiation
dose reduction techniques are important to minimize
risks from radiation while maintaining the diagnostic
utility of exams.

Image reconstruction can contribute to CT dose
reduction by using computer algorithms to better sep-
arate useful information from noise in low dose CT
exams. A new paradigm in CT image reconstruction
has been the introduction of deep learning (DL)-based
techniques. DL can be used to generate CT images
directly from low dose x-ray projections. Alternatively,
DL can be used to remove noise from low dose CT
images reconstructed with conventional methods such
as filtered backprojection (FBP).2 Hybrid approaches
have also been proposed that utilize DL in iterative
reconstruction routines.3

Among the wide variety of DL implementations for
image reconstruction, image-based DL denoising in
CT has been most intensively studied and is avail-
able in commercial CT scanners.4 These image-based
DL denoisers are typically trained on many exam-
ples of paired low and high noise patient CT images.
The performance of DL denoisers has been shown
to be advantageous to other advanced reconstruc-
tion methods like model based iterative reconstruction
(MBIR) due to faster computation times,preferable noise
texture, along with comparable noise reduction and
sharpness preservation.5

When using image reconstruction to reduce dose,
performance assessments are essential to ensure that
diagnostic quality is not impaired. DL denoisers are
nonlinear meaning that their performance cannot be
fully characterized by simple measures of noise stan-
dard deviation and high contrast sharpness.Additionally,
DL algorithms are data driven and thus their perfor-
mance decays when encountering patient populations,

scanners, clinical protocols, or other situations or image
features outside their training data distribution. There-
fore, assessing the generalizability of DL reconstruction
and denoising models to different patient characteristics
and populations has become a growing concern.

Generalizability assessments of DL reconstruction
are especially important for pediatric patients since DL
models are typically trained on primarily adult patient
data. DL models often lack pediatric data because
pediatric patient data is so scarce. Despite making up
roughly 20% of the US population, a recent survey of
trends in medical imaging found only 4% of medical
imaging exams were performed on pediatric patients.6

This is also reflected in the lack of pediatric data in pub-
lic datasets commonly used for DL model development.7

Altogether, this general lack of pediatric imaging data
makes accumulating sufficient pediatric imaging data to
assess DL generalizability particularly challenging.

One aspect where pediatric patients characteristically
differ from adults is body habitus and size (e.g., waist
diameter).Patient size is a key characteristic influencing
image quality in CT as it factors into x-ray path length,
impacting noise and image artifacts. Furthermore, the
size range of pediatric patients supersedes that of adult
patients, from less than 100 mm effective diameter in
newborns to over 350 mm in adolescents.8,9 This is
illustrated in Figure 1 by plotting mean waist effective
diameter with age using data from AAPM Task Group
report 204 and CDC Vital and Health Statistics data.10,11

The pediatric subgroups shown (newborn, infant, child,
and adolescent) are based upon FDA recommended
age ranges.12

Initial studies of using DL denoising models on
pediatric image data have demonstrated DL denois-
ing models to be effective in clinical settings, but only
with small patient numbers and a limited range of body
sizes.5,13,14 Without subgroup analyses15 as well as
comparisons against adult patients, it is unclear whether
disparities in DL denoising performance exist among
pediatric subgroups.

This work introduces a set of pediatric-sized IQ
phantoms along with a computational framework to eval-
uate the performance of DL-based denoising across
pediatric subgroups. To demonstrate the use of this
framework, a study was performed on an adult-trained
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F IGURE 1 Mean waist effective diameters by age compiled from
AAPM Task Group report 204 and the CDC Vital and Health
Statistics data.10,11 Shaded regions indicate age ranges of pediatric
subgroups recommended by FDA for evaluating abdominal x-ray
imaging devices.9

DL denoising model. The results of this study show
how our developed framework can be used to com-
plement existing scarce pediatric data in assessing the
performance of a given DL denoiser in pediatric patients.

2 METHODS

This investigation of pediatric generalizability of DL
denoising models for CT starts by introducing the
developed pediatric-sized image quality assessment
framework, summarized in Figure 2. Newly devel-
oped pediatric-sized digital phantoms are used as
inputs to existing CT simulation frameworks generating
realistic noisy images. These images are then pro-
cessed by the DL denoising model being evaluated.
A series of objective and task-based image qual-
ity assessments then compare performance between
pediatric subgroups and adults both before and after
denoising.

A case study using the framework is shown to assess
the performance of an adult trained REDCNN DL
denoising model on different pediatric subgroups.

2.1 Pediatric-sized image quality
phantom assessment framework

The proposed pediatric-sized image quality (IQ) phan-
tom assessment framework consists of two parts:
1) a set of newly developed pediatric-sized digital
phantoms and 2) a set of image quality assess-
ments. The digital phantoms are virtually imaged with

a CT simulation framework to provide test images
for a DL denoising model. These denoised test
images are then assessed by the evaluation framework
to identify performance disparities based on patient
size.

2.1.1 Pediatric-sized digital phantom
design

To assess different aspects of image quality perfor-
mance, three sets of IQ phantoms were simulated.
These phantoms were modeled after standard CT
image quality evaluation phantoms but with varying
cross-sectional diameters. The diameters were simu-
lated to match the mean effective diameters of pediatric
subgroups ranging from newborns to adults. Figure 1
illustrates how these effective diameters relate to patient
age and subgroup. A subset of these phantoms is
shown in Figure 2 as the CTP404, Uniform Water, and
MITA-LCD CCT189 phantoms.

The first computer modeled IQ phantom is a modi-
fied version of the sensitometry module CTP404 from
the Catphan 600 phantom (The Phantom Laboratory,
Salem, NY). This cylindrical phantom has eight unique
contrast inserts ranging from -1000 to +900 HU in
a uniform background of 0 HU. In its standard size,
CTP404 has a diameter of 150 mm with 12 mm diameter
inserts.Due to the sharp intersection between the phan-
tom background and multi-contrast inserts, this module
was used to evaluate contrast-dependent image sharp-
ness using the contrast-dependent modulation transfer
function.16

The second IQ phantom is the MITA-LCD (Cat-
phan CCT189) phantom used to evaluate low contrast
detectability. The standard MITA-LCD phantom is 200
mm in diameter and includes four cylindrical low con-
trast inserts of 14, 7, 5, and 3 HU, which at its standard
adult size have diameters of 3, 5, 7, and 10 mm
respectively.

Finally, a set of uniform cylinder water-equivalent
phantoms was created to characterize noise properties.

These three sets of phantoms were defined analyt-
ically such that they can be generated at any desired
size and resolution. For this study, eight phantom sizes
were generated that span the range of pediatric effec-
tive diameters: 112, 131, 151, 185, 200, 216, 292, and
350 mm. While scaling the CTP404 sensitometry and
MITA-LCD phantom diameters, their inserts can either
be kept constant at their standard diameter or scaled
proportionately. In this study the insert diameters were
proportionately scaled to reflect the varying size of pedi-
atric anatomy. For example, in the standard 200 mm
diameter MITA-LCD phantom the largest insert is 10 mm
in diameter, but when scaled down to 112 mm in phan-
tom diameter, the largest insert diameter became 5.6
mm.
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F IGURE 2 Pediatric CT Evaluation Framework summary diagram. The framework consists of a set of digital pediatric-sized image quality
(IQ) and anthropomorphic phantoms virtually scanned on a CT simulation framework. The resulting scan projection data is then either
reconstructed or given directly as inputs to a deep learning reconstruction or denoising model. The deep learning model and scan parameters
are the primary inputs to the assessment framework. The framework output is a summary of image quality metrics as a function of phantom
size that describe the model’s pediatric generalizability.

2.1.2 Image quality assessments

Image quality assessments were divided into task-
independent physical image quality assessments and
task-based assessments of low contrast detectability.

Physical image quality assessments such as CT
number accuracy, sharpness, and noise properties
are standard in the evaluation of image reconstruc-
tion and denoising. These assessments are the most
basic yet very important tests in the domain of CT
imaging.

When evaluating sharpness, nonlinear denoisers,
including those utilizing DL, are known to perform
variably under different contrast conditions. Thus, for
each age-based phantom size investigated, contrast-
dependent modulation transfer functions (MTF)16 were
calculated to assess sharpness at each contrast dif-
ference. The MTF curves were derived from radially
averaged line profiles extending from the center of
different contrast disks for each size of the CTP404
module.

The eight unique contrast inserts of the CTP404 mod-
ule were also used in assessing CT number accuracy.

Noise properties were assessed with both noise mag-
nitude and noise power spectra (NPS).Noise magnitude
measurements were calculated as the standard devia-
tion (std or 𝜎) of pixels in a central circular region of
interest (ROI) in the uniform water phantom for each
phantom size with an ROI diameter equal to 1/3 the
phantom diameter. 2D NPS measurements were taken
from these same ROIs and calculated as the averaged
2D discrete Fourier transform (DFT2D) of the noise only

image17

NPS =

∑Nsim
i=1

|||DFT2D
[
Ii − Ī

]|||
2

NsimNxNy

Nsim

Nsim − 1
. (1)

Here Ii refers to each of the Nsim repeat simulations
of size Nx by Ny pixels within the ROI with different
noise instances and Ī is the image averaged across
these repeat scans. The difference of Ii − Ī removes the
constant water component of the phantom leaving a
noise-only image. Here Nsim∕(Nsim − 1) is a bias correc-
tion term. 1D radially averaged NPS curves were then
extracted from these 2D NPS images. Note that NPS in
this study, defined in Eq. 1, refers to the pixel NPS and is
not scaled by the pixel dimensions, and thus is reported
as a function of spatial frequency in units of cycles per
pixel (cyc/pix). Reporting noise texture in units of cycles
per pixel is more appropriate for characterizing the noise
texture inputs to a denoising model as the model is
not inherently knowledge of the length scale of each
pixel.18

The final task-independent performance measure,CT
number accuracy was calculated with each of the eight
unique contrast inserts of the CTP404 module.

Task-based image quality refers to the imaging per-
formance needed to accomplish a predefined clinical
task. Well-designed image reconstruction and denois-
ing methods should be able to allow a reduction of
x-ray dose while maintaining or improving task perfor-
mance for a fixed dose compared to the standard FBP
reconstruction method.
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982 PEDIATRIC CT DENOISING EVALUATION

To assess the task-based performance of a DL
denoiser in several pediatric subgroups, a low contrast
detectability study was performed with mathematical
model observers using the simulated MITA-LCD phan-
tom with low contrast inserts of 14, 7, 5, and 3 HU.
For each investigated diameter, 200 repeat simulated
CT scans of the MITA-LCD phantom were performed
to generate signal-present images. Another 200 repeat
scans of the equal-size uniform water phantom were
performed to generate a matched set of signal-absent
images. These paired signal-present, signal-absent
images were further cropped to ROIs around each low
contrast insert to evaluate detectability as a function of
lesion size and contrast level.From this dataset of paired
signal-present and signal absent ROIs, 40% were used
to train model observers and the remaining 60% were
used for testing.

Different model observers can yield different results,
thus two model observers were selected, a Laguerre-
Gauss Channelized Hotelling observer (LG-CHO)19 and
a non-prewhitening observer (NPW)20. The LG-CHO is
a linear approximation of an ideal observer capable
of prewhitening, while the NPW is shown to be more
responsive to noise reduction strategies.5 Together this
pair of efficient and inefficient model observers aim
to establish bounds of detectability performance to be
expected by human readers.

2.2 DL denoising model and training

To demonstrate the use of this framework in identifying
DL image denoising (DLID) sized-based performance,
an initial investigation was performed using the image-
based REDCNN DL denoising model.2 REDCNN, like
other image-based denoisers, takes as inputs filtered
backprojection (FBP) reconstructed images yielding
processed lower noise outputs. REDCNN is composed
of ten convolutional layers followed by another ten
deconvolutional layers each followed by rectified linear
unit (ReLU) activations and with three skip connections
between convolutional and deconvolutional layers. For
more details on the implementation and design of RED-
CNN please refer to Chen et al.2 and Zeng et al.18

REDCNN was chosen as a DLID example for its rel-
ative simplicity and effective denoising performance. It
is a widely used image-based deep learning denoiser
by researchers in the CT field.21 Furthermore, image-
based denoisers are representative of the majority of DL
denoising models available clinically.21 It is also worth
noting that the emphasis of this work is on the evalua-
tion framework. We will discuss later that the currently
implemented framework applies for any image-based
denoising method and the generalizability performances
in pediatric CT data are expected to depend on model
architecture and training strategy.

For this case study the model was trained on patient
data from the Low Dose Grand Challenge (LDGC)
Dataset using low dose inputs and routine dose tar-
get images.22 This dataset is composed of abdominal
non-contrast CT exams from 10 adult patients with
reconstructed fields of view ranging from 340 – 420
mm in diameter. Other major imaging parameters are
summarized in Table 1. The dataset includes full- and
simulated quarter-dose image pairs for model training
and validation. Of the 10 patients included, 7 were used
for model training with the remaining 3 used for model
tuning. In this study only the 3 mm thick CT slices recon-
structed with the Siemens D45f kernel, representing the
sharp image series were used. Additional implementa-
tion details of the network optimization and parameter
tuning process were described previously.23

2.3 CT simulation parameters for test
data generation

X-ray projection data for the simulated testing datasets
were made using the Michigan Image Reconstruction
Toolbox (MIRT)25 by simulating a virtual 2D fan-beam
CT scanner. Poisson noise was modeled at the detec-
tor, but electronic noise was not. MIRT was also used for
FBP reconstruction of the digital phantom CT projection
data to create images for evaluating the DL denois-
ing model. The source to isocenter distance and source
to detector distance, detector size, and reconstructed
matrix size of the MIRT simulations (Table 1) were set
to match the LDGC dataset used in the DL denoising
model training.18 To match the sharpness and noise tex-
ture of Siemens D45 sharp kernel used in the LDGC
training dataset, the simulated test data was recon-
structed with a Hanning filter with equivalent 50% and
10% modulation transfer function (MTF) cutoffs,referred
to as a “D45 equivalent” kernel in Table 1.

X-ray flux in the CT simulations was varied to achieve
a constant noise index of 23 HU at full dose for each
sized phantom (Table 1). At full and quarter dose levels
the noise magnitude measured at the center of the ref-
erence 200 mm uniform water digital phantom matched
the mean noise in water of the LDGC dataset of 23 HU
and 47 HU respectively. Then the tube output I0 was
scaled exponentially for different sized phantoms from
its reference value (I0, ref ) in the dref = 200 mm uni-
form water phantom to yield constant noise magnitude
relative to patient size:

I0 (d) = I0,ref ∗ exp(𝜇water ∗ d)∕exp (𝜇water ∗ dref ) . (2)

In the reference 200 mm water phantom an I0,ref =

3 × 105 photons/pixel yielded full dose noise magni-
tude of 23 HU. I0,ref was then proportionately scaled to
achieve quarter dose simulated images.
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TABLE 1 Dataset Imaging Parameters Description. The Low Dose Grand Challenge (LDGC)22 was used as the training dataset for the
denoising model evaluated using the Pediatric IQ and Anthropomorphic digital phantoms. The full dose noise index refers to the target noise
level, measured in a water ROI, and was set to match the mean of the training dataset full-dose patient images. The noise index was tuned in
simulations by varying the x-ray tube output with phantom size to achieve approximately constant noise magnitude according to Eq. 2.Water
equivalent diameter (WED) was calculated based on patient attenuation.24 In the simulated test datasets the reconstruction kernel was
previously modeled as a Hanning filter found to best match the Siemens D45f kernel 50% and 10% MTF.18

Dataset
Full-Dose Noise
Index (HU) kVp (kV)

WED (mm)
Range, Mean

FOV (mm)
Range, Mean

Matrix Size
(pixels)

Reconstruction
Kernel

LDGC (train) 23 100-120 254-354, 309 340-420, 381 512×512 D45f

Pediatric IQ Phantoms (test) 23 120 112-350, 204 123-385, 254 512×512 D45f equivalent

Anthropomorphic Phantoms
(test)

23 120 112-355, 212 123-392, 233 512×512 D45f equivalent

Where applicable, both pediatric and adult acquisition
protocols followed abdomen/pelvis protocols recom-
mended by the AAPM Alliance for Quality Computed
Tomography.26 The main difference in adult and pedi-
atric protocols investigated in this study was recon-
structed field of view (FOV). Adult acquisition protocols
were defined as having a scanning and reconstructed
field of view (FOV) of 340 mm in diameter or 110%
the patient effective diameter depending on which was
larger. Body fitting FOVs are routinely used in pediatric
CT to make efficient use of dose and system spatial res-
olution. To reflect this practice, pediatric protocols had
scanning and reconstructed FOVs defined as 110% the
patient effective diameter. While all images were recon-
structed in a 512 × 512 image matrix, this change in FOV
size changes the reconstructed voxel size influencing
noise texture and image sharpness. This is demon-
strated in Figure 3 by comparing reconstructed images
from an adult and newborn-sized IQ phantom. Images
reconstructed in a smaller FOV have a finer voxel size
and appear as a zoomed view.Features can thus appear
blurrier if the pixel size is beyond the intrinsic image
resolution, as observed in the newborn phantom image
on top right of Figure 3. Additionally, while the noise
magnitude is constant across phantom size due to the
exposure control defined in Eq. 2, this zoomed view
gives an apparent lower frequency noise texture. This
can be seen in the bottom row of Figure 3 where the
noise in inset image has a larger-grained appearance.

2.4 Anthropomorphic phantom
validation

Since the DL denoising models are trained on patient
data rather than phantoms, the pediatric XCAT cohort
was included in the study validation to ensure that
results found on the pediatric-sized IQ phantoms are
representative of those to be expected in patients. In this
simulation study, ground truth is available, which is the
FBP reconstructed image from a noiseless sinogram.
Noiseless FBP images were chosen as the ground truth
because they contain the same streak and blurring

F IGURE 3 Representative full dose filtered backprojection (FBP)
image quality after CT simulation of in silico pediatric IQ phantoms.
When reconstructed in a field of view (FOV) 110% the body diameter,
the image reconstructed in a smaller FOV with finer pixel size is like a
zoomed view and can appear blurrier if the pixel size is beyond the
intrinsic image resolution, as observed in the Newborn phantom
image on top right of the figure.

artifacts induced by the deterministic imaging system
transfer function as in the noisy test images. This choice
better reflects the noise removal task of these denoisers
which cannot be expected to remove other artifacts that
they were not trained to remove. Thus, in this validation
experiment, noise reduction was defined as reduction
in root mean square error (RMSE) between the noisy
reconstructed images x and the ground truth noiseless
FBP y:

RMSE (x, y) =

√√√√ N∑
i

(xi − yi)
2

N
. (3)
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984 PEDIATRIC CT DENOISING EVALUATION

RMSE reductions measured on the pediatric-sized
phantoms were compared against RMSE reduction val-
ues determined from the XCAT anthropomorphic phan-
toms. This demonstrated that noise reduction trends
with phantom size measured on IQ phantoms were rep-
resentative of the noise reduction expected in pediatric
subgroups of matching effective diameter.

3 RESULTS

The pediatric-sized IQ phantom assessment framework
was used to assess the pediatric generalizability of
an adult-trained REDCNN DL denoising model. Below
are the physical image quality assessments and task-
based low contrast detectability results each reported
as a function of patient size, followed by the validation
experiment results using anthropomorphic phantoms.

3.1 Physical image quality assessment

The physical image quality assessment results include
noise, image sharpness and CT number accuracy
assessments.

Figure 4 assesses the influence of patient size on
noise image quality performance. Figure 4a features an
ROI comparison between the FBP and DL denoised
images. Despite having the same 24 HU noise standard
deviation across phantom sizes in the FBP images, the
noise has a finer texture in the larger diameter phan-
tom due to differences in FOV size.Additionally,between
the small newborn-sized and large adult-sized phan-
toms, only the adult-sized DLID processed image saw
a reduction in standard deviation noise.

Figure 4b presents noise in spatial frequencies as
2D NPS. The finer noise textures in the adult-phantom
images correspond to more pronounced higher fre-
quency noise components towards the periphery of
the 2D NPS. Following denoising of the adult-phantom
images, the noise power is lower at all frequencies
compared to its FBP input. As for the newborn-sized
phantom, there is little change in the ROI image or 2D
NPS following denoising by the model.

In Figure 4c 1D radially averaged NPS curves are
plotted for several phantom sizes to show NPS trends
versus phantom size. In the smaller phantom sizes
NPS curves appear to peak at primarily lower fre-
quency before denoising, while larger phantom sizes
have higher frequency noise components. In the smaller
phantom sizes with lower mean frequency NPS there
is little difference following DL denoising. However, in
the larger diameter phantoms the gap between FBP
and DLID NPS curves increases as REDCNN primarily
removes higher frequency noise components.

This size-dependent noise reduction is further
demonstrated by plotting the measured noise reduc-

tion as a percent of FBP vs phantom diameter in
Figure 4d. Age groups with equivalent waist mean
effective diameters are overlaid to demonstrate which
pediatric subgroups are represented with each phan-
tom diameter. These results suggest that while larger
phantoms, corresponding to larger and older subgroups
benefit from noise reductions over 60%,smaller patients
under 5 years old see less benefit, with almost no noise
reduction expected for newborns and infants based
upon their size.

Nonlinear denoising methods are known to better
preserve sharpness at high contrasts. To assess the
influence of patient size on a DL denoiser’s image
sharpness performance, MTF curves were calculated
at six different contrast levels of the CTP404 phan-
tom and compared between the original FBP image and
the DL denoised image. These MTF curves were mea-
sured from 20 repeat scans at 100% relative dose level.
Sharpness was assessed as 50% and 10% MTF, the
spatial frequencies where 50% and 10% of signal are
retained in an ideal edge measurement.The differences
in 50% MTF and 10% MTF frequencies between FBP
and the DL denoised images (ΔMTF50 and ΔMTF10)
were then used to assess the change in sharpness.
These changes in sharpness were then plotted against
phantom diameters in Figure 5. At high contrasts the
DL denoised images showed little loss in sharpness
at 50% or 10% MTF, but sharpness was observed to
degrade in lower contrasts. These trends are consis-
tent with other nonlinear reconstruction and denoising
methods4 that tend to smooth lower-contrast features.
Furthermore, these trends of reduced sharpness at low
contrast were exacerbated in larger phantom sizes.This
indicates a greater reduction in sharpness in larger
patients following DL denoising. This finding is consis-
tent with Figure 4c that shows denoising performance
also increasing with phantom diameter. Together these
suggest that at phantom diameters and FOVs far from
the DL training distribution the DL denoiser acts more
like an identity operator, leaving the image unchanged.
However,at larger diameters and FOVs the denoiser has
greater influence on both the noise and sharpness of the
resulting image.

CT number accuracy was also evaluated as a func-
tion of contrast level and phantom diameter at 25% dose
level.Across contrast levels and diameters,mean HU dif-
ferences between FBP and DLID were observed to be
within 2 HU and not found to be substantially influenced
by contrast level or phantom size.

3.2 Task-based image quality
assessment

To assess the impact of the DL denoiser on a low con-
trast detectability task, two different model observers
were used: a Laguerre-Gauss Channelized Hotelling
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PEDIATRIC CT DENOISING EVALUATION 985

F IGURE 4 Noise assessment. a) Region of interest (ROI) comparison of uniform phantom images with standard deviation noise
measurements. b) 2D noise power spectra images from a), note that brightness has been increased for improved visualization. c) 1D radial
averaged NPS profiles show apparent increasing NPS, in cycles per pixel, at larger phantom diameter. DL models are oblivious to pixel size and
are sensitive to these apparent changes in NPS. This can be observed also in d), which compares noise reduction performance versus phantom
diameter, and by extension, fields of view (FOV). The pediatric reconstruction protocols have reconstructed FOV 110% their effective diameter
while the plotted adult protocol has a fixed 340 mm reconstructed FOV. Noise reduction is calculated as the percent difference following
denoising measured in the uniform water phantom.

F IGURE 5 Evaluation of image sharpness as a function of phantom diameter and contrast level as measured with contrast dependent
Modulation Transfer Function (MTF). Relative difference in sharpness is defined as the difference in 50% MTF frequency of DLID relative to
FBP (𝚫MTF50 [lp/cm]) and is plotted against phantom diameter for different contrast levels. Both 𝚫MTF50 and higher frequency 𝚫MTF15
results are shown. Bands indicate 95% confidence interval following 20 repeat measurements at 100% dose.
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986 PEDIATRIC CT DENOISING EVALUATION

F IGURE 6 Low contrast detectability
image quality assessment measured as a
function of diameter of the pediatric-sized
standard QA phantom (MITA-LCD), shown in
a). Low contrast detectability performance is
reported in b) as the difference in the area
under the receiver operating characteristic
curve (𝚫AUC) following DLID. Two types of
model observer were used. First, a
Laguerre-Gauss Channelized Hotelling
Observer (CHO) able to decorrelate noise
(prewhiten) and second, a nonprewhitening
(NPW) observer. Different age groups in years
(yrs) are overlaid on the plot where the
phantom diameter matches the mean
effective diameter of each subgroup.

Observer (CHO) able to decorrelate noise (prewhiten)
and a nonprewhitening (NPW) observer. Task perfor-
mance was calculated as the model observer’s area
under the receiver operating characteristic curve (AUC).
To show potential improvements in the task follow-
ing DL denoising, the difference in AUCs between the
DL denoised images and standard FBP reconstruction
(ΔAUC) is reported in Figure 6 at 25% dose. Using this
measure of performance, task-based performance was
shown to decrease progressively in smaller phantom
diameters when measured with the less efficient NPW
model observer. Similar trends were observed across
the four inserts so only the 7 HU, 5 mm insert is shown
in Figure 6.

When low contrast detectability was measured using
the Laguerre-Gauss CHO observer, no statistically sig-
nificant change in detectability was observed following
DL denoising in any phantom diameter. This is because
the LCD difference before and after applying our trained
denoising model was very small on the adult test data
with LG-CHO,making the performance gap between the
adult and pediatric CT hardly identifiable in this test.This
suggests that for this evaluated REDCNN model, the
denoising was found to most benefit an observer unable
to decorrelate noise as is the case with the NPW model.
More discussion on the tradeoffs and limitations of these
model observers is discussed later in Section 5.

3.3 Anthropomorphic phantom
validation

Virtual anthropomorphic phantoms were used to vali-
date the noise reduction estimates given by the pediatric
IQ phantoms. Example images of adult and pediatric
anthropomorphic phantoms both before and after DL
denoising are shown in Figure 7a. When applied to the
quarter-dose FBP adult images (Figure 7a top), the DL
denoising model reduces noise across the image.Noise
is both visibly reduced and has a lower measured voxel

standard deviation in the homogenous liver, from 49 HU
before denoising to 11 HU after. On the contrary, the DL
denoising model has no perceptible denoising effect on
the newborn patient image (Figure 7a bottom). There is
visually no change in noise compared to the low-dose
FBP input image and the measured standard deviation
is the same. This outcome is consistent with the uniform
phantom-based findings in Figure 4a that the adult-
trained REDCNN model was more effective in larger
patients. Figure 7b confirms these findings quantita-
tively by plotting the percent decrease in RMSE against
the anthropomorphic patient diameter.RMSE reductions
from the uniform pediatric IQ phantoms of matching
diameter are overlaid on Figure 7b and trend consis-
tently with the anthropomorphic phantom results. This
suggests that even in a simple uniform phantom, size
and reconstructed FOV have an outsized influence on
DLID denoising performance and can reasonably esti-
mate noise reduction in an anthropomorphic phantom
or patient of matched size. However, patient size does
not determine all the noise reduction performance as
there is still some underestimation of RMSE reduction
in the uniform phantom relative to the anthropomorphic
phantom.

4 DISCUSSION

Deep learning image reconstruction and denoising tech-
niques are potentially valuable CT dose reduction tools
for pediatric patients. However, pediatric patients are
underrepresented in healthcare, receiving proportion-
ately far fewer medical imaging exams than adults,
making evaluating the safety and effectiveness of deep
learning-enabled tools challenging. To address this gap,
this work developed a set of digital pediatric image qual-
ity (IQ) phantoms and evaluation framework (Figure 2)
to assess the efficacy of DL CT denoising algorithms
on pediatric patients based on one simple yet critical
difference from adult patients: body size. Using virtual
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PEDIATRIC CT DENOISING EVALUATION 987

F IGURE 7 Adult and pediatric XCAT phantoms were imaged in our simulation framework at 25% dose level to validate our use of
pediatric-sized image quality (IQ) phantoms to characterize DLID model performance in different pediatric subgroups. a) shows abdominal
cross sections from a small newborn pediatric phantom and a large adult phantom. b) plots noise reduction, calculated as root mean square
error (RMSE) reduction following DLID denoising as a function of diameter when applied to uniform water IQ phantoms and anthropomorphic
phantoms.

pediatric-sized versions of standard image quality phan-
toms and associated image quality assessments, the
proposed pediatric IQ phantom framework can assess
pediatric performance on size-based subgroups.

The present study performed an initial investigation
into the use of the proposed pediatric IQ phantom
assessment framework to evaluate the performance of
a REDCNN denoising model trained on adult CT image
data and applied on pediatric images. Using the frame-
work,we observed the REDCNN model to have superior
noise reduction in large patient diameters and FOVs.
These large sizes are consistent with the adult patients
in the training dataset (FOV ≥ 340 mm). Noise reduc-
tion performance was observed to be >60% reduction in
pixel standard deviation in larger patients corresponding
to adolescents and adults. However, an inflection in per-
formance was observed in smaller phantoms,starting at
around 220 mm in effective diameter,equal to the mean-
size of a 10-year-old based on reference data. Here
performance dropped from >60% to around 40%. Per-
formance was found to be worst,at less than 20%,for the
smallest investigated diameters representing subgroups
5 years-old and younger. At these sizes, using body fit-
ting reconstructed FOVs, the DL model was observed to
have minimal influence on the input image.

While these findings are specific to the model investi-
gated in this study, we anticipate the trend of degraded
performance to exist for any DL denoising model tested
on noise textures different from its training set. These
findings of DL denoising performance being sensitive

to changes in FOV are consistent with other studies
of image-based DL denoising models that concluded
convolutional neural network (CNN)-based denoising
performance decays under imaging factors that change
the noise texture of the image. These factors include
FOV and recon kernel.18,27 The present study further
investigated the implications of this local noise texture
and FOV sensitivity to pediatric imaging. We anticipate
that by leveraging different model designs and training
strategies, including a wider range of training FOVs, to
likely improve the patient size-generalizability of denois-
ing models which would also benefit the generalizability
to pediatric patients.

To better understand why DL denoising models are
more sensitive to changes in FOV consider that the
smaller reconstructed FOV decreases the effective
voxel size. This causes the influence of geometric blur-
ring to become more apparent and spread across more
voxels in the reconstructed matrix. This can be visu-
alized by comparing the visual edge sharpness and
extent of noise correlation (noise grain size) between
images of the adult-sized and newborn-sized phantoms
in Figure 3 reconstructed with the same FBP recon-
struction kernel. This longer scale noise correlation
(larger noise grain size) in the smaller FOV recon-
structed newborn appears to the CNN, which has no
understanding of physical pixel size, as lower spatial
frequency noise components (smaller diameter solid
curves in Figure 4c). The investigated REDCNN was
trained exclusively on adult patient image data (Table 1)

 24734209, 2024, 2, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.16901 by U

s Fda, W
iley O

nline L
ibrary on [19/03/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



988 PEDIATRIC CT DENOISING EVALUATION

with noise power extending to higher spatial frequen-
cies (in cycles per pixel), like the larger diameter solid
curves in Figure 4c. This REDCNN then generalized
poorly to small phantom diameter FBP inputs with
lower mean apparent NPS frequencies. These findings
suggest that the smaller reconstructed FOVs used in
scanning smaller patients is a key image characteris-
tic that can cause CNN-based models to generalize
poorly. However, the use of body fitting FOVs is com-
mon practice in pediatric abdominal imaging. While a
larger adult FOV could be used to reconstruct data
from smaller patients for more consistent DLID perfor-
mance, this would come at the cost of resolving small
spatial features necessary to image the smaller patient
anatomy. A better solution would be to utilize DLID mod-
els specifically designed for smaller pediatric patients
or utilize data augmentation strategies that incorporate
lower frequency noise textures in training data as would
be found in smaller FOV pediatric images.

The developed set of pediatric IQ phantoms and eval-
uation framework proposed in this work can be used
to assess the size-dependence of DL denoising mod-
els and thus better understand how the model would
perform in patients of different sizes including small
adult and pediatric patients. The pediatric evaluation
framework uses geometric IQ phantoms routinely used
in bench testing-based CT image quality evaluation
and informs the fundamental imaging performance of
DLID methods.Thus,the performance predicted with the
simulated images can be validated several ways includ-
ing with a small set of real phantoms. A set of small,
medium, and large IQ phantoms covering the desired
patient size range could be used to estimate or at least
flag for poor performance in different patient size-based
subgroups for a given DL denoising model. Some exist-
ing physical IQ phantoms, such as the CATPHAN600
insert without the housing, about 12 cm in diameter, can
be utilized for the purpose of testing the generalizability
of DLID on small-size pediatric CT. Similar to the MUR-
CURY4.0 phantom (Sun Nuclear, Melbourne, FL) that
consists of five sections of diameter from 16 and 36 cm,
a pediatric IQ phantom consisting of multiple sections of
diameter representing age groups from newborn to 12
years-old may be manufactured to allow the evaluation
of the DLID performance across a broader size range of
pediatric populations using physical scans. Additionally
phantom printing using either iodinated inkjet printing
methods28 or PixelPrint 3D printing29 could also be
employed to physically reproduce a subset of the dig-
ital pediatric IQ phantoms for further physical validation
of predicted performance from simulations.

The current study and framework have limitations.
First, only a single image-based DL denoising model
was evaluated. The principles behind the proposed
framework are not exclusive to image-based meth-
ods and future work aims to conduct comparisons
between different DL reconstruction methods including

projection-based denoising models and MBIR with deep
priors. This will allow us to determine the DL methods or
training methods, such as data augmentation, that have
better generalizability in pediatric and small patients.

A second limitation is that the CT simulations in
the current implementation utilizing MIRT made several
simplifying assumptions in favor of reduced simulation
computation time. These include monoenergetic source
and infinitesimally small x-ray focal spot, 2D fan-beam,
and not incorporating detector blur, bowtie filter, and
the effects of scatter. Further planned iterations of the
framework’s simulations will leverage existing CT simu-
lation frameworks such as XCIST30 that include these
factors as well as helical acquisition and recon with dif-
ferent slice thicknesses to better match real scanner
data characteristics.

Additionally, the use of standard image quality phan-
toms enables measurement of essential CT image
performances including MTF and NPS, however their
simple uniform background is not representative of the
textures and features observed in real patients. This
could be responsible for the remaining differences of
REDCNN’s noise reduction rate between the uniform
and anthropomorphic phantoms observed in Figure 7.
Later versions of the framework aim to further leverage
the virtual patient cohorts, like XCAT,31 to utilize more
realistic patient anatomy and local textures for more
representative assessments beyond body size.

A final limitation of our framework is on the use
of model observers to estimate low-contrast lesion
detectability. Model observers are useful for estimating
image performance without the need of expensive and
time-consuming reader studies with real human readers.
A limitation of using model observers is that the con-
clusions drawn can vary widely based on the choice of
model observer. In this relatively simple task of detect-
ing a disk signal in flat background containing correlated
noise, a nonprewhitening (NPW) model observer was
shown to correlate well with human performance.32,33

In contrast, Channelized Hotelling Observers (CHO)
such as the Laguerre-Gauss CHO estimate the lin-
ear ideal observer and their performance more closely
relates to the underlying information in the image.19 Both
observers were included in this study to see how their
assessment of task performance varies with phantom
size. The NPW has been used in other DLID studies to
assess task performance.5,34 Our findings with the NPW
observer are consistent with those previous works in
that task performance as measured by a NPW observer
benefits from noise reduction. However, NPW models
have also been reported as overestimating detection
AUC following nonlinear noise reduction such as IR and
DLID.35 Meanwhile, when task-performance was mea-
sured with a Laguerre-Gauss CHO in this study, no
task-benefit was measured, indicating that there was
no improvement in the underlying information from the
perspective of the estimated linear ideal observer. In
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conclusion,while NPW task results are likely an overesti-
mate of the expected task-benefit of DLID and LG-CHO
is likely an underestimate. Actual human reader perfor-
mance may be somewhere in between as humans have
been shown to be able to prewhiten noise but not as
efficiently as ideal model observers.32,36

Medical devices are generally not designed initially for
children, yet at some point most medical devices will be
used on children regardless of whether that was their
designed population or not.37 For some applications the
safety and effectiveness of a device might not be sensi-
tive to patient age or size. However, as medical devices
increasingly incorporate more data-driven methods, it
is crucial to understand the safety and effectiveness
in pediatric populations that are not thoroughly repre-
sented in training datasets. This work aims to support
a culture of informed development and use of devices
to better serve these patients. While evaluations relying
on simulation reduce the burden of implementation, they
should be used to supplement existing patient evalua-
tions when pediatric data is scarce rather than replace it
entirely. Simulations can produce large amounts of data
representing key aspects of pediatric patients, but they
still lack in realism and diversity available in real patient
data and thus should still be validated with physical
scan data. The development of large public repositories
of anonymized pediatric data and improved generative
methods in time may help address this shortcoming of
current simulation methods.However,constant vigilance
of device safety and performance in pediatric and other
vulnerable populations should continue to be a priority
in the development and use of medical devices.

5 CONCLUSION

We developed a framework for pediatric evaluation
of deep learning image reconstruction and denoising
models. Using this framework, we tested the general-
izability of an adult-data trained REDCNN model in
different pediatric subgroups by size. The results show
that the DL denoising model’s noise reduction capa-
bility decreased with the simulated pediatric phantom
size, in both the uniform and anthropomorphic back-
grounds. FOV differences between adult and pediatric
protocols were identified as contributing to reduced
noise reduction and task performance in the evalu-
ated model. Our work highlights the importance of
assessing pediatric generalizability for DL denoising
algorithms and demonstrates a means of performing
these assessments.
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